
Chapter 5

Arithmetic dynamical Mordell-Lang

All results in this chapter were obtained in collaborationwithMichael Zieve. A co-authored
paper is in preparation.

5.1 Introduction

Suppose that X is a quasiprojective variety with an endomorphism f : X → X . The
dynamical Mordell-Lang conjecture asserts that if the f -orbit of a point p ∈ X visits a
subvariety Y ⊆ X infinitely often, then it must do so periodically. More precisely we have
the following conjecture proposed by Ghioca and Tucker [38, Conj. 1.7].

Conjecture 5.1.1 (Dynamical Mordell-Lang). Let X be a quasiprojective variety defined
over C, let f be an endomorphism of X , let p ∈ X(C), and letY ⊆ X be a closed subvariety.
Then the set {n : f n(p) ∈ Y (C)} is a finite union of arithmetic progressions.

Conjecture 5.1.1 is an analog (of the cyclic case) of the Mordell-Lang theorem from
arithmetic geometry—a seminal result due to Faltings [26, 28]. Several special cases have
been established but the full conjecture remains open; we refer the reader to Bell, Ghioca,
and Tucker [4] for a comprehensive overview of the dynamical Mordell-Lang conjecture
and the state of progress up to 2016.

When X is an algebraic curve, a closed subvarietyY ⊆ X is a finite set of points. In that
case Conjecture 5.1.1 degenerates to the simple fact that if the orbit of a function f visits a
finite set infinitely often, then it must do so periodically. However, Cahn, Jones, and Spear
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conjectured [10, Conj. 1.6] that if X = D is a curve defined over a finitely generated field
K of characteristic 0 and if the subvariety Y is replaced by the image of the K-points of
a finite map u : C → D, then a non-trivial arithmetic version of Conjecture 5.1.1 should
hold. Our main result settles their conjecture.

Theorem 5.1.2 (Arithmetic Dynamical Mordell-Lang). Let K be a finitely generated field
of characteristic 0. Suppose C and D are irreducible curves with finite maps u : C → D
and f : D → D defined over K . If deg( f ) ≥ 2 and p ∈ D(K), then {n : f n(p) ∈ u(C(K))}

is a finite union of arithmetic progressions.

Remark 5.1.3. Several comments on Theorem 5.1.2:
1. An arithmetic progression is a subset of the natural numbers of the form a + bN

for some a, b ∈ N. A singleton is considered to be an arithmetic progression with
common difference 0.

2. By an irreducible curve we mean a smooth geometrically irreducible projective
algebraic variety of dimension 1. Some of our constructions produce singular and
reducible curves, for example by taking fiber products of finite maps, but in that case
we can replace each singular irreducible component curve with its normalization as
we only really need to consider the curves up to birational equivalence.

3. Finitely generated fields of characteristic 0 include all number fields and function
fields of algebraic varieties defined over Q. The finitely generated hypothesis is used
exactly once in our proof to invoke Faltings’ theorem relating the genus of a curve to
its K-rational points. In Example 5.5.3 we show that this hypothesis is necessary.

4. The deg( f ) ≥ 2 assumption is also necessary. If C,D = P1, u(x) = x2, and
f (x) = x + 1, then {n : f n(0) ∈ u(P1(Q))} = {m2 : m ∈ N} is not a finite union of
arithmetic progressions.

5. The Riemann-Hurwitz formula implies that an irreducible curve D with an en-
domorphism of degree at least 2 must have genus g(D) ≤ 1 (see Lemma 5.3.2.)
Furthermore the assumption that D has a K-rational point, namely p ∈ D(K),
implies that D is isomorphic over K to the projective line P1 or an elliptic curve E.

Remark 5.1.4. Two notes on related work:
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1. Cahn, Jones, and Spear [10, Thm. 1.2] prove Theorem 5.1.2 in the case where
C,D = P1 and u : P1 → P1 may be expressed in coordinates as u(x) = xm for m ≥ 1.
Furthermore they classify the rational functions f (x) for which L := {n : f n(p) ∈

u(P1(K))} is infinite, providing detailed descriptions of L in each case. Their proof
passes through their analysis of all situations where L is infinite. Our approach to
Theorem 5.1.2 shows that L is a finite union of arithmetic progressions without first
giving a complete census of the possible structure of L. In Section 5.1.2 we discuss
some progress towards describing the structure of L.

2. Our proof of Theorem 5.1.2 was announced in a talk by Zieve [96] at theWorkshop on
Interactions between Model Theory and Arithmetic Dynamics in 2016. In early 2018
Pakovich [73] presented another proof. Pakovich’s approach appears to be related
to ours but is formulated in the language of orbifolds, making a direct comparison
challenging.

5.1.1 Iterated fiber products

Our strategy for proving Theorem 5.1.2 is to first translate the problem into one of the
dynamics of iterated fiber products. Suppose C and D are irreducible curves defined over
a field K with a map u : C → D and an endomorphism f : D → D. Taking fiber products
of the map u with iterates f n gives a sequence un : Cn → D of branched covers of D,
where Cn := C ×u, f n D and un is the natural projection. Note that Cn may be reducible;
see Section 5.2 for background on fiber products.

C C1 C2 C3 . . .

D D D D . . . .

u u1 u2 u3

f f f f

We view this as a dynamical system where un : Cn → D is the nth iterate of f on
u : C → D. Theorem 5.1.2 essentially reduces to showing that u has a finite orbit under
iterated fiber products with f whenever the f orbit of p visits u(C(K)) infinitely often
in a nontrivial way. Thus we are interested in the dynamics of iterated fiber products of
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branched covers u : C → D.
Theorem 5.1.5 shows that the dynamical behavior of u under iterated fiber products is

dictated by the sequence of genera g(Cn). Recall that a critical value of a map u : C → D
is a point p ∈ D(K) with a ramified pre-image. Let V :=

⋃
n≥0 Vn where Vn is the set of

critical values of un. Given q ∈ C(K), let eu(q) denote the ramification index, or local
degree, of u at q. For each point p ∈ V and n ≥ 0, define mp by

mp := sup
n≥0

lcm
q∈u−1

n (p)
eun(q).

Note that if mp < ∞, then mp is the largest ramification index over p under the Galois
closure of any un with n ≥ 0 (see Lemma 5.3.7.) We say that the map u is f -stable if Cn is
geometrically irreducible for all n ≥ 0.

Theorem 5.1.5. Let K be a field of characteristic 0, and let u : C → D, f : D → D be
finite maps between irreducible curves defined over K such that deg( f ) ≥ 2. Suppose that
u is f -stable.

1. If the genus g(Cn) is greater than 1 for any n ≥ 0, then the set of all critical values V

is infinite and g(Cn+k) ≥ deg( f )k − 1.
2. Otherwise the genus g(Cn) is at most 1 for all n ≥ 0 and

(a) V contains at most 4 points.
(b)

∑
p∈V

1 − 1
mp
≤ 2.

(c) If vn : Gn → D is the Galois closure of un : Cn → D, then the genus g(Gn) is
at most 1 for all n ≥ 0.

Remark 5.1.6. Theorem 5.1.5 extends some previous work of Pakovich [74]. Pakovich
[74, Thm. 3.1] gives a lower bound for the genus of a fiber product of rational functions
assuming irreducibility of the fiber product. Translating his results from the language of
orbifolds, they imply that if g(Cm) > 1 for some m ≥ 0, then g(Cm+n) tends to infinity as
n→∞, which also follows from our Theorem 5.1.5 (1). Pakovich’s [74, Thm. 3.1] implies
that if u and f are rational functions such that u is f -stable and all Cn have genus 0, then
the Galois closure of u has genus at most one; this is part of our conclusion in Theorem
5.1.5 (2c). The main innovation of Theorem 5.1.5 is the uniform bound on ramification for
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all iterates un, which is essential for our proof of Theorem 5.1.2.

Thus, if u is f -stable, then either the genus of Cn grows exponentially and the maps un

together have infinitely many critical values, or the genus of Cn is at most one and the maps
un share a total of 4 critical values with tightly constrained ramification. In the latter case
we appeal to topology to show these are precisely the maps with finite orbit under iterated
fiber product with f .

Theorem 5.1.7. Let K be a field of characteristic 0, and let u : C → D, f : D → D be
finite maps between irreducible curves defined over K such that deg( f ) ≥ 2. Suppose that
u is f -stable and that the genus g(Cn) is at most 1 for all n ≥ 0. Then u has a finite orbit
under iterated fiber product with f . In particular, for some k, ` there is an isomorphism
h : Ck+` → Ck defined over K such that uk ◦ h = uk+`.

Another consequence of Theorem 5.1.5 is a result on the structure of semiconjugates,
generalizing a result of Pakovich on semiconjugate rational functions [72, Thm. 1.1]; see
Section 5.3.4.

Theorem 5.1.8. Let K be a field of characteristic 0 and suppose that C and D are
irreducible curves defined overK together withmaps u, f , g for which the following diagram
commutes,

C C

D D

u

g

u

f

If deg( f ) ≥ 2, then there exists a decomposition u = v1 ◦ v2 ◦ · · · ◦ vk with vi : Ci → Ci−1

and maps gi : Ci → Ci with g0 = f and gk = g such that

Ci Ci

Ci−1 Ci−1

vi

gi

vi

gi−1

is a fiber product diagram and each vi has Galois closure with genus at most 1.
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In particular, if u has irreducible fiber product with f , then u has Galois closure of
genus at most 1.

5.1.2 Arithmetic progression bounds and stability

GivenTheorem5.1.2, onewould like to characterize the arithmetic progressions comprising
L := {n : f n(p) ∈ u(C(K))}. Theorem 5.1.9 shows these arithmetic progressions may be
bounded in terms of deg(u) alone.

Theorem 5.1.9. Let K be a finitely generated field of characteristic 0 and let u : C → D
and f : D → D be finite maps between irreducible curves defined over K . Let deg( f ) ≥ 2
and let d := deg(u). For each p ∈ D(K) the set L := {n : f n(p) ∈ u(C(K))} can be
expressed as a finite union of arithmetic progressions j + kN such that,

1. There are at most d distinct positive common differences.
2. Each common difference k is bounded by

k ≤ K(d) := d!3dd3!.

3. Each minimal value j in a non-trivial arithmetic progression is bounded by

j ≤ (d − 1)J(d) + K(d),

where J(d) = (d! − 1)(d!!3 + log2(170d! − 84).

An important component of the bound K(d) from Theorem 5.1.9 comes from the
following result of independent interest.

Theorem 5.1.10 (Geometric Eventual Stability). Let K be a field of characteristic 0, let
u : C → D and f : D → D be finite maps between irreducible curves defined over K

such that deg( f ) ≥ 2. Then there exists a bound G(d) depending only on d := deg(u) such
that for every m ≥ G(d) the restriction of um : Cm → D to each K-irreducible component
of Cm is f -stable.

Furthermore G(d) is given explicitly by

G(d) = (d − 1)(d! − 1)(d!!3 + log2(170d! − 84)).
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Remark 5.1.11. Jones and Levy [54, Conj. 1.2] conjectured that for a rational function
f (x) ∈ K(x) with deg( f ) ≥ 2 and any b ∈ K not pre-periodic under f , the K-irreducible
factorization of (the numerator of) f n(x)− b would eventually stabilize in the sense that for
some m ≥ 1 all irreducible factors of f m+n(x) − b are gotten by composing the irreducible
factors of f m(x) − b with f n(x). They call this phenomenon eventual stability. Theorem
5.1.10 asserts the same conclusion with b ∈ K replaced by a finite map u. In particular,
if f (x) and u(y) are rational functions, then Theorem 5.1.10 says that the K-irreducible
factorization of (the numerator of) f n(x)−u(y) eventually stabilizes. Thus Theorem 5.1.10
may be viewed as a geometric eventual stability result. In Lemma 5.2.6 we show that a
soft version of this stability follows easily from degree considerations; the main content of
Theorem 5.1.10 is the bound on the onset of stability in terms of the degree of u alone.

A closely related result shows that if an iterate of f has a decomposition f n = u ◦ v,
then the left factor u first arises for an iterate bounded explicitly in terms of deg(u).

Theorem 5.1.12 (Iterate Decomposition Stability). Let K be a field of characteristic 0, let
u : C → D and f : D → D be finite maps between irreducible curves defined over K

such that deg( f ) ≥ 2. Then there exists a bound S(d) depending only on d := deg(u) such
that if u is a left factor of some iterate f n = u ◦ v, then there is an m ≤ S(d) such that
f m = u ◦ w for some finite map w : D → C.

Furthermore, S(d) is given explicitly by

S(d) = (d − 1)(d!3 + log2(170d − 84)).

Remark 5.1.13. We expect the bounds in Theorems 5.1.9, 5.1.10, and 5.1.12 to be far from
sharp. Our main point is that there exist bounds depending only on deg(u).

These results appear in Section 5.6.

5.2 Iterated fiber products and reduction to the stable case

In this section we review fiber products of curves and introduce the dynamical system of
iterated fiber products of a branched cover under an endomorphism of the base. The section
culminateswith Theorem5.2.8which reduces Theorem5.1.2 to an essential geometric case.
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5.2.1 Curves and fiber products

For this chapter we define an irreducible curve C over a field K to be a smooth projective
variety of dimension 1 over K . If K(C) is the function field of C, then this is equivalent
to the field extension K(C)/K having transcendence degree 1. There is a well-known
dual equivalence between the category of transcendence degree 1 field extensions of K

(or equivalently finite extensions of K(x)) and the category of irreducible curves [44, Cor.
6.12] extending the correspondence C 7→ K(C).

The category of irreducible curves lacks some desirable features. For example, the
fiber product of two branched covers of smooth curves is potentially reducible with singular
components. As we are only interested in curves up to birational equivalence, the singular
componentsmay be replacedwith their normalizations. Reducibility is amore fundamental
issue. Under duality this is equivalent to the fact that the tensor product of two field
extensions of K is not necessarily a field. Nevertheless, if the extensions are separable,
then their tensor product is a product of separable field extensions [89, Lem. 00U3]. Thus
we formally define a (reducible) curve over K as the dual of finite product of finite degree
field extensions of K(x). In practice we consider a reducible curve to be a finite union of
irreducible curves.

Definition 5.2.1. Suppose A,B, C are curves defined over a field K together with maps
f : A → C and g : B → C. The fiber productA ×C B is the universal curve defined over
K together with maps to A and B making the following diagram commute.

A A ×C B

C B

f

g̃

f̃

g

(5.1)

The fiber product, together with its maps toA and B is unique up to unique isomorphism.

Remark 5.2.2. Fiber products are characterized by a universal property which is usually
formulated set theoretically as saying A ×C B is the set of all (p, q) ∈ A × B such that
f (p) = g(q). Since we are working with smooth curves, our fiber product is actually the
normalization of the proper fiber product. This makes the uniqueness of the universal

129

http://stacks.math.columbia.edu/tag/00U3


property of fiber products fail in the following way: if p and q are critical points of f and
g respectively, then there may be several points on the normalization of the fiber product
which project onto (p, q). The precise situation is described by Abhyankar’s lemma (see
Theorem 5.3.4.) When we appeal to the universal property of fiber products in this chapter
we only ever use the existence.

When discussing fiber products we emphasize the maps over the curves. For example,
in the situation of (5.1) we would describe A ×C B as the fiber product of f and g and
sometimes write A × f ,g B when we wish to emphasize the maps involved.

Example 5.2.3. Suppose A,B, C = P1 and let f , g : P1 → P1 be given in coordinates
by rational functions f (x), g(y). Then the fiber product of f and g is the normalization
of the irreducible components of the curve f (x) = g(y). For example, if f (x) = x2 and
g(y) = y2, then the fiber product of f and g is the reducible curve x2 = y2. The irreducible
components in this case are x = y and x = −y which are both isomorphic to P1.

Lemma 5.2.4. If A ×C B is a fiber product as in (5.1), then deg( f̃ ) = deg( f ) and
deg(g̃) = deg(g).

Proof. This is clear from the geometric interpretation of fiber products. Algebraically this
is equivalent to the assertion that if F and G are finite dimensional A-algebras, then F ⊗A G

is a finite dimensional G-algebra and [F ⊗A G : G] = [F : A]. �

5.2.2 Iterated fiber products

Suppose C and D are irreducible curves with finite maps u : C → D and f : D → D
defined over K . For n ≥ 0 we define un : Cn → D by the fiber product diagram,

C Cn

D D .

u un

f n

That is, Cn = C ×u, f n D. In this situation we say un is the fiber product of u with f n.
Note that un is well-defined up to an automorphism of Cn defined over K . The universal
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property of fiber products implies that un : Cn → D may also be defined recursively as the
fiber product of un−1 with f ,

Cn−1 Cn

D D .

un−1 un

f

We view this as a dynamical system where un : Cn → D is the nth iterated fiber product
of u with f .

Definition 5.2.5. If u and f are as defined above, then we say that u is f -stable if Cn is
geometrically irreducible for all n ≥ 0. If all Cn are K-irreducible but not necessarily
geometrically irreducible, then we say u is arithmetically f -stable.

Lemma 5.2.6. Let K be a field of characteristic 0, and let u : C → D and f : D → D
be finite maps between irreducible curves defined over K . If deg( f ) ≥ 2, then there exists
a constant m such that the restriction of um to each K-irreducible component of Cm is
arithmetically f -stable.

Proof. The degrees of the restriction of un to the K-irreducible components of Cn form a
partition λn of deg(un) = deg(u). Note that λn+1 is a refinement of λn and λn , λn+1 exactly
when the restriction of un to some irreducible component has a reducible fiber product
with f . Since there are only finitely many refinements of a given partition, it follows that
the sequence λn is eventually constant. Let m be the first index such that λm+n = λm for all
n ≥ 0, then the restriction of um to each K-irreducible component of Cm is arithmetically
f -stable. �

Remark 5.2.7. In Theorem 5.6.10 we show that the m in Lemma 5.2.6 may be bounded
explicitly in terms of deg(u).

Theorem 5.2.8 reduces our main result Theorem 5.1.2 to the case where u is f -stable.

Theorem 5.2.8. If the conclusion of Theorem 5.1.2 holds for all u which are f -stable, then
it holds for all u.

Proof. If u : C → D is a finite map and p ∈ D(K), then the universal property of fiber
products implies that n ∈ Lu := {n : f n(p) ∈ u(Cn(K))} if and only if there is some
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q ∈ C(K) such that f n(p) = u(q) if and only if p ∈ un(Cn(K)). Thus if m ≥ 0 and
v1, v2, . . . , vk are the restrictions of um to the K-irreducible components of Cm, then Lu is
the union of a finite set and

⋃k
i=1 m + Lvi . Hence it suffices to prove for some m ≥ 0 that

each Lvi is a finite union of arithmetic progressions.
Let m be the constant given by Lemma 5.2.6. If v : Cv → D is a K-irreducible

component of Cm which is not geometrically irreducible, then Cv(K) is finite; any K-point
must lie on the intersection of the geometrically irreducible components of Cv, which is
a finite set. Thus Lv can only be infinite if p is pre-periodic under f , in which case Lu is
plainly a finite union of arithmetic progressions. Hence the only irreducible components
of Cm which potentially contribute infinitely many integers to Lu are those v : Cv → D
which are f -stable. Therefore it suffices to prove that Lu is a finite union of arithmetic
progressions for f -stable maps u. �

5.3 Stable case

In this section we analyze the dynamics of f -stable maps u under iterated fiber products.
Theorems 5.3.3 and 5.3.9 show there is a dichotomy based on the genera of the sequence
of curves Cn: either the genera grow exponentially with n or all Cn have genus at most 1.
In the latter case we show that the ramification of the iterates un is uniformly constrained.
We end the section with Theorem 5.3.10, an application of these results to the structure of
semiconjugates.

5.3.1 The Riemann-Hurwitz formula

If C is a smooth irreducible curve defined over C, then C(C)may be viewed as an oriented
topological surface homeomorphic to a sphere with g(C) “handles” attached; this number
g(C) is called the genus of C. The genus is defined algebraically over any characteristic
0 field as the dimension of the vector space of holomorphic differentials on C or as the
dimension of the Jacobian variety of C. The genus g(C) of an irreducible curve C governs
both the arithmetic and geometry of C. Theorem 5.3.9 shows that the behavior of u under
iterated fiber products with f is largely determined by the genera of the curves Cn.
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If u : C → D is a map of curves, then a critical point of u is a point q ∈ C(K)

with ramification index eu(q) > 1. The image of a critical point p = u(q) is called a
critical value. Geometrically the ramification index eu(q) is the local degree of u in a small
neighborhood of q. For example, if u : P1 → P1 is the map defined in coordinates by
u(x) = xd , then eu(q) = 1 if q , 0,∞ and eu(q) = d for q = 0,∞. The ramification index
can be defined algebraically in several equivalent ways. For example, if O(D)p is the local
ring of functions on D which are regular at p, then O(C)q is naturally an extension of
O(D)p and the ramification index eu(q) is the normalized valuation of the maximal ideal
of O(D)p in O(C)q. See Stichtenoth [87, Sec. 3.1] for more background.

A fundamental tool for analyzing maps between irreducible curves is the Riemann-
Hurwitz formula. Note that if C is a curve defined over a field K , then we write “q ∈ C” as
an abbreviation for q ∈ C(K). As a general rule we will only specify the field over which
the point is defined when the point is K-rational.

Theorem 5.3.1 (Riemann-Hurwitz). Let K be a field of characteristic 0 and let u : C → D
be a finite map between irreducible curves defined over K . If χ(C) := 2 − 2g(C) is the
Euler characteristic of C, then

χ(C) = deg(u)χ(D) −
∑
q∈C

eu(q) − 1.

Proof. See Hartshorne [44, Cor. 2.4]. �

Lemma 5.3.2 records several well-known consequences of the Riemann-Hurwitz for-
mula for later reference.

Lemma 5.3.2. Let K be a field of characteristic 0.
1. If u : C → D is a finite map of irreducible curves, then g(C) ≥ g(D).
2. If f : D → D is an endomorphism of an irreducible curveD with degree deg( f ) ≥

2, then D has genus at most 1.
3. If u : C → D is a finite map between irreducible genus 1 curves, then u is unramified

and Galois.
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Proof. 1. Since χ(C) := 2 − 2g(C), we can express the Riemann-Hurwitz formula as

g(C) − 1 = d(g(D) − 1) +
1
2

∑
q∈C

eu(q) − 1.

Since the genus is a non-negative integer, it follows that g(C) ≥ g(D).
2. The Riemann-Hurwitz formula implies that

(deg( f ) − 1)χ(D) =
∑
q∈D

e f (q) − 1.

Since the right hand side is non-negative and deg( f ) − 1 > 0 it follows that χ(D) ≥ 0
which by χ(D) = 2 − 2g(D) implies that g(D) = 0 or 1.

3. If C andD have genus 1, then χ(C) = χ(D) = 0 and the Riemann-Hurwitz formula
implies that eu(q) = 1 for all q ∈ C. For a proof that u is Galois see Silverman [82, Thm.
4.10 (c)]. �

5.3.2 Unbounded genus

Theorem 5.3.3 shows that in the f -stable case, if any iterate of u has genus larger than 1,
then the genera grow exponentially in the orbit of u under iterated fiber products with f .

Theorem 5.3.3. Let K be a field of characteristic 0, let u : C → D and f : D → D be
finite maps between irreducible curves defined over K . Let Vn ⊆ D be the set of critical
values of un and let V :=

⋃
n Vn. Suppose d f := deg( f ) ≥ 2 and u is f -stable. If g(Cm) > 1

for some m ≥ 0, then
1. g(Cm+n) ≥ dn

f + 1.

2. |Vm+n | ≥

(
2

deg(u)−1

)
dn

f .
3. V is infinite.

Thus if g(Cm) is bounded, then g(Cm) ≤ 1 for all m ≥ 0.

Proof. Suppose g(Cm) > 1.
1. Let f̃n : Cm+n → Cm be the map parallel to f n in the fiber product of um with

f n. Note that deg( f̃n) = deg( f ) = d f by Lemma 5.2.4. Applying the Riemann-Hurwitz
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formula to f̃n gives

2(g(Cm+n) − 1) = 2(g(Cm) − 1)dn
f +

∑
q∈Cm+n

e f̃n(q) − 1 ≥ 2dn
f .

Hence g(Cm+n) − 1 ≥ dn
f .

2. Since D is assumed to be irreducible with an endomorphism of degree at least 2,
Lemma 5.3.2 (2) implies that g(D) ≤ 1. Recall that

∑
q∈u−1(p) eu(q) = deg(u) for any finite

map u and p ∈ D, hence eun(q) ≤ deg(u) for all n ≥ 0. Riemann-Hurwitz applied to um+n

gives us

2(g(Cm+n) − 1) = 2(g(D) − 1) +
∑
q∈D

eum+n(q) − 1

≤
∑

q∈Vm+n

eum+n(q) − 1

≤ (deg(u) − 1)|Vm+n |.

From (1) it follows that
|Vm+n | ≥

( 2
deg(u) − 1

)
dn

f . (5.2)

3. SinceV =
⋃

n Vn and d ≥ 2, taking a limit of (5.2) as n→∞ shows thatV is infinite. �

5.3.3 Bounded genus

We next consider the case when u is f -stable and all Cn have genus at most 1. Theorem
5.3.6 and Corollary 5.3.8 are general results on the constraints derived from u having a
small genus fiber product with a high degree map. Theorem 5.3.9 applies these constraints
in a dynamical setting.

Consider the fiber product diagram,

A A ×C B

C B.

f

g̃

f̃h

g

(5.3)
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The universalmapping property of fiber products implies that points r ∈ A×CB correspond
to pairs of points p ∈ A and q ∈ B such that f (p) = g(q). Abhyankar’s lemma determines
the ramification of h := f ◦ g̃ = g◦ f̃ at a point (p, q) ∈ A×CB in terms of the ramification
indices e f (p) and eg(q).

Theorem 5.3.4 (Abhyankar’s lemma). If r ∈ A × f ,g B corresponds to a pair (p, q) and
h := f ◦ g̃ = g ◦ f̃ , then the ramification index of r under h is

eh(r) = lcm(e f (p), eg(q)).

Proof. See, for example, Stichtenoth [87, Thm. 3.9.1]. �

Remark 5.3.5. A consequence of Abhyankar’s lemma is that the number of points on the
normalization of the fiber product of f and g projecting to p and q is gcd(e f (p), eg(q)).
This accounts for the failure of uniqueness of the universal property of fiber products for
smooth curves.

For each d ≥ 1, let B f ,d denote the set of all maps u : Cu → D with deg(u) = d where
Cu is an irreducible curve such that if u′ : C′u → D is the fiber product of u with f , then
C′u is irreducible of genus at most 1. If p ∈ D and u ∈ B f ,d , then define m′p by

m′p := sup
u∈Bf ,d

lcm
q∈u−1(p)

eu(q).

Theorem5.3.6. LetK be a field of characteristic 0 and let f : D → D be an endomorphism
of an irreducible curveD defined overK such that d f := deg( f ) ≥ 2. LetVf ,d :=

⋃
u∈Bf ,d

Vu

where Vu is the set of critical values of u ∈ B f ,d . Suppose d satisfies 1 ≤ d < d f /2, then∑
p∈Vf ,d

1 −
1

m′p
≤

2d f − 2
d f − 2d

. (5.4)

Furthermore, Vf ,d is finite with

|Vf ,d | ≤
4d f − 4
d f − 2d

.

Proof. Since f : D → D is an endomorphism of degree d f := deg( f ) at least 2, the
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genus of D is at most 1 by Lemma 5.3.2 (2). If D has genus 1, then so must all Cu for
u ∈ B f ,d . Finite maps between genus 1 curves are unramified by Lemma 5.3.2 (3). Thus
Vf ,d is empty and our claim is immediate.

Now suppose that D has genus 0. Riemann-Hurwitz applied to f gives

2d f − 2 =
∑
q∈D

e f (q) − 1 ≥
∑

p∈Vf ,d

∑
q∈ f −1(p)

e f (q) − 1 =
∑

p∈Vf ,d

d f − | f −1(p)|. (5.5)

We claim that for each critical value p ∈ Vf ,d ,

d f − | f −1(p)| ≥
(
d f − 2d

) (
1 −

1
m′p

)
. (5.6)

For each p ∈ Vf ,d and u ∈ B f ,d let mp,u be defined by

mp,u := lcm
q∈u−1(p)

eu(q).

Then m′p = supu∈Bf ,d
mp,u. Suppose that q ∈ f −1(p). If u ∈ B f ,d and e f (q) is not divisible

by mp,u then Abhyankar’s lemma implies that q is a critical value of u′ : C′u → D, the fiber
product of u with f . Since g(C′u) ≤ 1 by the definition of B f ,d , Riemann-Hurwitz bounds
the size of Vu′, the set of critical values of u′, by

|Vu′ | ≤
∑
q∈C′u

eu′(q) − 1 = 2d + 2(g(C′u) − 1) ≤ 2d.

Hence mp,u divides e f (q) for all but at most 2d points q ∈ f −1(p). Therefore, for u ∈ B f ,d ,

| f −1(p)| ≤ 2d +
d f − 2d

mp,u
.

Since this holds for all u ∈ B f ,d , we have

| f −1(p)| ≤ 2d +
d f − 2d

m′p
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and (5.6) follows. Combining (5.5), (5.6), and our assumption that d f − 2d > 0 gives

2d f − 2 ≥
∑

p∈Vf ,d

(
d f − 2d

) (
1 −

1
m′p

)
=⇒

2d f − 2
d f − 2d

≥
∑

p∈Vf ,d

1 −
1

m′p
.

Since m′p ≥ 2 for each p ∈ Vf ,d it follows that

2d f − 2
d f − 2d

≥
∑

p∈Vf ,d

1 −
1

m′p
≥
|Vf ,d |

2
=⇒ |Vf ,d | ≤

4d f − 2
d f − 2d

. �

Theorem 5.3.6 shows that the collection of all maps u of a given degree having an
irreducible fiber product with f of genus at most 1 share a small set of common critical
values with uniformly constrained ramification. For d = deg(u) fixed, the upper bound
in (5.4) approaches 2 from above as d f → ∞. In Corollary 5.3.8 we show that if d f is
sufficiently large with respect to d, then all such maps u have Galois closure with genus at
most 1.

Lemma 5.3.7. Let u : C → D be a finite map between irreducible curves and let
v : G → D be the Galois closure. Then for each p ∈ D, the ramification index of v
at any point r ∈ v−1(p) is

ev(r) = mp,u := lcm
q∈u−1(p)

eu(q).

Thus the critical values of v are the same as the critical values of u.

Proof. This is easiest to see in the language of fields. The Galois closure of K(C)/K(D) is
the compositum of all the conjugates of K(C). The set of ramification indices over a point
p ∈ D is the same in all conjugates of K(C), and the common ramification index in the
Galois closure is the least common multiple of this set by Abhyankar’s lemma (Theorem
5.3.4.) Note that this implies that any point p ∈ D which is not a critical value of u will
not be a critical value for the Galois closure of v. �

Corollary 5.3.8. Let K be a field of characteristic 0, let f : D → D be an endomorphism
of the irreducible curve D defined over K . If d ≥ 1 and d f := deg( f ) > 170d − 84, then

1.
∑

p∈Vf ,d
1 − 1

m′p
≤ 2,
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2. Vf ,d has at most 4 elements,
3. If v : G → D is the Galois closure of u ∈ B f ,d , then G has genus at most 1.

Proof. 1. The inequality d f > 170d − 84 is equivalent to

2d f − 2
d f − 2d

≤ 2 +
1
42
.

Thus by Theorem 5.3.6 we have ∑
p∈Vf ,d

1 −
1

m′p
< 2 +

1
42
.

A well-known computation implies that if a sum of this form with m′p positive integers
is less than 2 + 1

42 , then it is at most 2 (see, for example, Miranda [64, Lem. 3.8 (c)].)
Therefore, ∑

p∈Vf ,d

1 −
1

m′p
≤ 2.

2. Since m′p ≥ 2 for each p ∈ Vf ,d , it follows that 1− 1
m′p
≥ 1

2 . Hence Vf ,d has at most 4
points.

3. If u ∈ B f ,d and v : G → D is the Galois closure of u : C → D, then Lemma 5.3.7
implies that mp,u is the common ramification index of each point q ∈ v−1(p) for p ∈ D.
Therefore, by Riemann-Hurwitz applied to v we have

2(g(G) − 1) = −2 deg(v) +
∑
q∈G

ev(q) − 1

= deg(v)
(
− 2 +

∑
p∈D

1 −
1

mp,u

)
≤ deg(v)

(
− 2 +

∑
p∈Vf ,d

1 −
1

mp

)
≤ 0.

Hence g(G) ≤ 1. �
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We now apply Theorem 5.3.3 and Corollary 5.3.8 to the iterates of u under f when u

is f -stable.

Theorem 5.3.9. Let K be a field of characteristic 0 and suppose that u : C → D

and f : D → D are finite maps between irreducible curves defined over K such that
d f = deg( f ) ≥ 2. Let mp := supn lcmq∈u−1

n (p) eun(q). If u is f -stable and g(Cn) ≤ 1 for all
n ≥ 0, then

1. V :=
⋃

n≥0 Vn has at most 4 points where Vn is the set of critical values of un,
2.

∑
p∈V 1 − 1

mp
≤ 2

3. For each n ≥ 0, un has Galois closure vn : Gn → D with g(Gn) ≤ 1.

Proof. Let d := deg(u). Since u is f -stable with g(Cn) ≤ 1 for all n ≥ 0 we see that for
each m ≥ 1, un ∈ B f m,d for all n ≥ 0. If m > log2(170d − 84), then d f ≥ 2 implies that
deg( f m) > 170d − 84. Thus mp ≤ m′p with m′p := supu′∈Bf m,d

mp,u′ for all p ∈ V . Thus by
Corollary 5.3.8 we have ∑

p∈V

1 −
1

mp
≤

∑
p∈Vf m,d

1 −
1

m′p
≤ 2,

hence V has at most 4 points and each un has Galois closure vn : Gn → D with g(Gn) ≤

1. �

5.3.4 Semiconjugates

Before proceeding with the proof of our main result we give an application of Theorem
5.3.9 to the structure of semiconjugates. Recall that endomorphisms f : D → D and
g : C → C are called semiconjugates if there is a finite map u : C → D such that the
following diagram commutes,

C C

D D

u

g

u

f

In other words, f , g, and u satisfy the functional equation u ◦ g = f ◦ u. Theorem
5.3.10 shows that if we have a semiconjugation u ◦g = f ◦u and deg( f ) ≥ 2, then u factors
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into a composition of maps u = v1 ◦ v2 ◦ · · · ◦ vk such that each vi has Galois closure of
genus at most 1.

Theorem 5.3.10. Let K be a field of characteristic 0 and suppose that C and D are
irreducible curves defined overK together withmaps u, f , g for which the following diagram
commutes,

C C

D D

u

g

u

f

(5.7)

If deg( f ) ≥ 2, then there exists a decomposition u = v1 ◦ v2 ◦ · · · ◦ vk with vi : Ci → Ci−1

and maps gi : Ci → Ci with g0 = f and gk = g such that for each i, either there is some
map h for which gi = h ◦ vi and gi−1 = vi ◦ h or

Ci Ci

Ci−1 Ci−1

vi

gi

vi

gi−1

is a fiber product diagram and vi has Galois closure with genus at most 1.
In particular, if u has irreducible fiber product with f , then u has Galois closure of

genus at most 1.

Proof. We proceed by induction on deg(u). Since f has degree at least 2 it follows that
g(D) ≤ 1. Hence if deg(u) = 1, then u is Galois and an isomorphism so g(C) = g(D) ≤ 1.
Now suppose that deg(u) > 1 and that our conclusion holds for all u with smaller degree
and all maps f with degree at least 2.

If the fiber product of u with f is irreducible, then the universal property of fiber
products implies that (5.7) is a fiber product diagram. Therefore, in this case, u is fixed by
f under iterated fiber product. Hence u is f -stable and Cn = C has genus at most 1 for all
n ≥ 0. Then Theorem 5.3.9 implies that u has Galois closure with genus at most 1.

If the fiber product of u with f is reducible, then (5.7) factors through some irreducible
component v1 : C1 → D of the fiber product. It follows that u = v1 ◦ w1 and g = h1 ◦ w1
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for some w1 : C → C1 and h1 : C1 → C.

C

C C1

D D

g

w1

u
u

h1

v1

f

If deg(v1) = 1, then without loss of generality we can suppose that v1 is the identity and
thus w1 = u. Therefore g = h1 ◦ u and f = u ◦ h1.

Now suppose that deg(v1) > 1. Setting g1 := w1 ◦ h1 the following diagram commutes

C C

C1 C1

D D

w1

g

w1

v1

g1

v1

f

Since v1 and w1 have degree strictly smaller than u and deg(g1) ≥ 2, it follows from our
induction hypothesis that they each have the desired decomposition. �

As a special case of Theorem 5.3.10 we deduce a result of Pakovich for semiconjugate
rational functions. We state Pakovich’s result in language consistent with this chapter.

Theorem 5.3.11 ([72, Thm. 1.1]). Suppose that u(x), g(x), f (x) ∈ K(x) are rational
functions such that deg( f ) ≥ 2 and u ◦ g = f ◦ u, then either the fiber product of u and f

is reducible or the Galois closure of u has genus at most 1.

5.4 Finite orbits from topology

Recall that a finite map u : C → D between irreducible curves may be interpreted as a
branched cover of D. Theorem 5.4.2 uses the topology of branched covers of curves to
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show that if u is an f -stable with an orbit of bounded genus, then u has a finite orbit up to
isomorphism over K .

If u : C → D is f -stable with g(Cn) ≤ 1 for all n ≥ 0, then Theorem 5.3.9 implies
that there is a subset V ⊆ D with at most 4 points such that the critical values of each
un are contained in V . Branched covers of a curve D(C) with critical values in a set V

are determined topologically by permutation representations of the fundamental group of
D(C) \V . This correspondence may be transferred from C to any algebraically closed field
K of characteristic 0 using standard methods.

Suppose v : Cv → D and w : Cw → D are branched covers defined over a field K .
We say that v and w are isomorphic over an extension L/K if there is an isomorphism
h : Cv → Cw defined over L such that w ◦ h = v. If v and w are isomorphic over
an extension L but potentially not over K , then we say w is a twist of v split over L.
If L/K is a Galois extension, then to each twist w of v split over L we may associate
a function cw : Gal(L/K) → Aut(v) called a 1-cocycle which represents an element
of the first (non-abelian) group cohomology of Gal(L/K) valued in Aut(v) and denoted
H1(Gal(L/K),Aut(v)).

Lemma 5.4.1. Suppose u : C → D is a finite map defined over K and L/K is a finite
Galois extension.

1. If v and w are twists of u split over L, then v is isomorphic to w over K if and only if
they determine the same cohomology class in H1(Gal(L/K),Aut(u)).

2. H1(Gal(L/K),Aut(u)) is finite and thus there are finitely many K-isomorphism
classes of twists of u split over L.

Proof. 1. See Appendix 5.8 for a proof of this claim and for a general overview of
non-abelian first group cohomology and its relation to twists.

2. Since Gal(L/K) and Aut(u) are finite groups, there are finitely many possible 1-
cocycles, hence H1(Gal(L/K),Aut(u)) is finite. It then follows from the previous claim
that there are finitely many twists of u split over K . �

As noted above, twists and non-abelian first group cohomology are discussed further
in Appendix 5.8. We also refer the reader to Silverman [81, Sec. 4.7, 4.8].
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Theorem 5.4.2. Let K be a field of characteristic 0, let u : C → D and f : D → D be
finite maps between irreducible curves defined over K . If deg( f ) ≥ 2, u is f -stable, and
g(Cn) ≤ 1 for all n ≥ 0, then u has a finite orbit under iterated fiber product with f up
to isomorphism over K . In particular, for some j, k with k ≥ 1 there is an isomorphism
h : Cj+k → Cj defined over K such that u j ◦ h = u j+k .

Proof. Since u is f -stable with g(Cn) ≤ 1 for all n ≥ 0, Theorem 5.3.9 (2) implies that
there is a set V ⊆ D(K) with at most 4 elements such that the critical values of un are
contained in V for all n ≥ 0. Choose some embedding K ↪→ C so that we may considerD
as a curve over C. If V ′ ⊆ D(C) is any finite subset of points, then the degree d irreducible
branched covers v : C → D with critical values contained in V ′ correspond to sets of d

elements with a transitive action of the fundamental group ofD(C) \V ′ (see, for example,
Völklein [91, Chp. 4]). Since this fundamental group is finitely generated, there are finitely
many such transitive actions. Therefore there are finitely many C-isomorphism classes of
branched covers in the f orbit of u. Each such branched cover descends uniquely up to
K-isomorphism to a cover defined over K [91, Thm. 7.9], hence u has a finite f orbit up
to K-isomorphism.

Say u j � u j+k over K with j ≥ 0 and k ≥ 1. This isomorphism is defined over some
finite Galois extension L/K . Thus u has a finite f orbit over L. For each ` ≥ 0, u j+k` is
a twist of u j split over L. Lemma 5.4.1 implies there are finitely many such twists. We
conclude that u has a finite orbit over K . �

5.5 Arithmetic Dynamical Mordell-Lang

Recall the following seminal result due to Faltings.

Theorem 5.5.1 (Faltings [27, Thm. 3]). Let K be a finitely generated field of characteristic
0 and suppose C is an irreducible curve defined over K . If C has infinitely many K-rational
points, then g(C) ≤ 1.

We now prove our main result.
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Theorem 5.5.2. Let K be a finitely generated field of characteristic 0, let u : C → D and
f : D → D be finite maps between irreducible curves defined over K . If deg( f ) ≥ 2 and
p ∈ D(K), then {n : f n(p) ∈ u(C(K))} is a finite union of arithmetic progressions.

Proof. By Theorem 5.2.8 it suffices to prove the result when u is f -stable. Let L = {n :
f n(p) ∈ u(C(K))}. If L is finite, then we have nothing to show since a singleton is an
arithmetic progressionwith common difference 0. If p has a finite f orbit, then any periodic
iterate f j(p) in u(C(K)) with period k contributes j + kN to L. Thus, in this case, L is
clearly a finite union of arithmetic progressions.

Finally suppose that L is infinite and p has an infinite f orbit. Then for each n ≥ 0
there are infinitely many points q ∈ D(K) such that f n(q) ∈ u(C(K)). It follows that the
fiber product Cn has infinitely many K-rational points. Thus g(Cn) ≤ 1 for each n ≥ 0 by
Faltings’ theorem.

Therefore u is f -stable and g(Cn) ≤ 1 for all n ≥ 0 and hence Theorem 5.4.2 implies
that u has a finite orbit up to isomorphism over K . Since fiber products are only defined
up to isomorphism over K we may suppose that u j = u j+k for some j ≥ 0 and k ≥ 1.
Recall that the universal property of fiber products tells us that n ∈ L if and only if
p ∈ un(Cn(K)). Thus L may be expressed as the union of a finite set and finitely many
arithmetic progressions with common difference k. �

Example 5.5.3. The assumption that K is finitely generated is necessary. Consider the
polynomial f (x) = x(x − 1) + 1 = x2 − x + 1. It follows by induction that

f m(2) = 1 +
m−1∏
k=0

f k(2).

Hence gcd( f m(2), f n(2)) = 1 when m , n. The polynomial f (x) has a fixed point modulo
4 at −1 and f (2) = 3 ≡ −1 mod 4. It follows that f m(2) is not a square in Q for any m ≥ 0.
Consider the field K generated over Q by

√
f m2
(2) for m ≥ 0. This field is not finitely

generated since all pairs of iterates of 2 are coprime. Furthermore, if u(x) = x2, then

{n : f n(2) ∈ u(P1(K))} = {m2 : m ≥ 0},
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which is not a finite union of arithmetic progressions. Therefore K must be finitely
generated for the conclusion of Theorem 5.1.2 to hold. However, this hypothesis is only
invoked when we appeal to Faltings’s theorem.

Remark 5.5.4. The sequence sn = f n(2) considered above is known as Sylvester’s sequence.
This sequence sn and the polynomial f (x)were studied from an arithmetic dynamical point
of view by Odoni [70].

Example 5.5.5. Let K = Q and let u, f : P1 → P1 be the rational functions given in
coordinates by

u(x) = −x2 f (x) =
1

1 − x

(
x3 − x + 1

x3 − 2x2 + x − 1

)2

=
1

1 − x
g(x)2.

If p = 2 ∈ P1(Q), then we claim that

L := {n : f n(2) ∈ u(P1(Q))} = 1 + 3N.

The common difference of 3 comes from the period of u under iterated fiber product with
f . If u1 and u2 are the rational functions

u1(x) = 1 + x2 u2(x) =
x2

x2 + 1
,

then one may check that there are rational functions hi(x) such that ui(hi(x)) = f (ui+1(x))

for i = 0, 1, 2 where u0(x) = u(x) = −x2 and the subscripts are considered modulo 3. Thus
u has period 3 under iterated fiber product with f . Since f (2) = −g(2)2 = u(g(2)), it
follows that f 1+3k(2) ∈ u(P1(Q)) for all k ≥ 0. This is equivalent to p ∈ u1(P

1(Q)), and in
fact p = 2 = u1(1). On the other hand, neither u0(x) = −x2 = 2 nor u2(x) = x2

x2+1 = 2 has a
solution in P1(Q). Hence p = 2 is not in u0(P

1(Q)) or u2(P
1(Q)) and therefore 3k, 2+3k < L

for any k ≥ 0.

146



5.6 Bounds on arithmetic progressions and stability results

Theorem 5.6.11 below bounds in terms of d := deg(u) alone the minimal value, com-
mon difference, and number of distinct common differences of arithmetic progressions
comprising {n : f n(p) ∈ u(C(K))}. On our way to that result we deduce several others
demonstrating stability phenomenon arising in the dynamics of iterated fiber products.
Throughout this section we make frequent reference to the following assumption.

Assumption 5.6.1. Let K be a field of characteristic 0 and let u : C → D and f : D → D
be finite maps between irreducible curves defined over K such that deg( f ) ≥ 2 and
d := deg(u).

Theorem 5.6.2 shows that if sufficiently many iterates of u are geometrically irreducible
with genus at most 1, then all iterates must be.

Theorem 5.6.2. Suppose Assumption 5.6.1. There is a function M(d) of d := deg(u) such
that if m > M(d) and the fiber product of u with f m is irreducible with g(Cm) ≤ 1, then u

has a finite orbit and Cn is irreducible with genus g(Cn) ≤ 1 for all n ≥ 0. In particular,
the following function will suffice,

M(d) := d!3 + log2(170d − 84).

Proof. Let m = m0 + m1 where m0 ≥ d!3 and m1 > log2(170d − 84) are integers and
suppose that the fiber product of u with f m0+m1 is irreducible with genus at most one. Since
deg( f m1) > 170d−84, Corollary 5.3.8 implies that there is a setV ⊆ D of at most 4 points
such that for each 0 ≤ k ≤ m0 the map uk has degree d and the critical values of uk belong
to V .

Degree d branched covers of D with critical values contained in V are determined up
to isomorphism over K by a transitive action of the fundamental group π1(D \ V) on a set
with d elements. IfD has genus 0, then this fundamental group is free on three generators;
if D has genus 1, then V is empty and the fundamental group has two generators. Since
permutation representations are determined by choosing an element of the symmetric
group Sd for each generator, there are no more than d!3 such representations in either case.
Therefore there is some n0 ≥ 0 and n1 ≥ 1 with n0 + n1 ≤ d!3 such that un0 is isomorphic
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to un0+n1 over K . That is, u has a finite orbit under iterated fiber product with f over K ,
which implies that Cn is irreducible with g(Cn) ≤ 1 for all n ≥ 0. From Theorem 5.4.2 we
conclude that u has a finite orbit. �

5.6.1 Orbit bounds

Theorem 5.4.2 implies that if u is f -stable and g(Cn) ≤ 1 for all n ≥ 0, then u has a
finite orbit over K . Corollary 5.6.6 bounds the size of the orbit in terms of d. This bound
has a geometric and arithmetic component which we treat in that order. The geometric
component of this bound follows immediately from the proof of Theorem 5.6.2.

Corollary 5.6.3 (Geometric Orbit Bound). Suppose Assumption 5.6.1. If u has a finite
orbit under iterated fiber product with f , then the orbit has at most d!3 elements up to
K-isomorphism.

To bound the size of the orbit of u up to isomorphism over K we need a bound on the
number of twists of u in an orbit under iterated fiber products. We show that the number
of such twists is bounded in terms of deg(u) in Theorem 5.6.5.

Remark 5.6.4. The map u may have infinitely many distinct twists over K . For example,
for each squarefree integer a the map ua : P1 → P1 given in coordinates by ua(x) = ax2 is
an infinite family of distinct twists over Q. Thus the content of Theorem 5.6.5 is that only
finitely many distinct twists arise in an orbit under iterated fiber products with f .

Theorem 5.6.5 (Arithmetic Period Bound). Suppose Assumption 5.6.1. Suppose that u is
fixed under iterated fiber product with f up to isomorphism over K . That is, there is an
isomorphism h : C1 → C defined over K such that u ◦ h = u1. Then the orbit of u up to
isomorphism over K has at most dd3! elements.

Proof. Our assumption that u is fixed under fiber product with f over K implies that C
is irreducible with genus at most 1 by Theorem 5.3.9. An isomorphism between two
irreducible curves of genus at most 1 is determined by its value at 3 points. If we choose 3
points in C1, then the functional equation u ◦ h = u1 implies that for each point q the image
h(q)must be one of the at most d fibers of u over u1(q). Therefore there are at most d3 such
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isomorphisms. If G := Gal(K/K), then since u and u1 are defined over K it follows that
G acts on the set of isomorphisms h satisfying u ◦ h = u1. We conclude that h is defined
over a field of degree at most d3, hence has Galois closure L/K of degree at most d3!.

As L splits u1 as a twist of u, it must split all un. The number of such twists is bounded
by the size of the first non-abelian group cohomology H1(Gal(L/K),Aut(u)), which in turn
is bounded by the number of functions from Gal(L/K) to Aut(u). Galois theory implies
that |Aut(u)| ≤ d. Thus the number of twists in the orbit of u under iterated fiber product
with f is at most dd3!. �

Corollary 5.6.3 and Theorem 5.6.5 combine to give the following bound on the size of
the orbit of u.

Corollary 5.6.6 (Orbit Bound). Suppose Assumption 5.6.1. If u has a finite orbit under f ,
then the orbit has at most d!3dd3! elements up to isomorphism over K .

Example 5.6.7 shows that in general the dependence on the size of the orbit on d :=
deg(u) cannot be improved. However we expect the explicit bounds given above to be far
from sharp.

Example 5.6.7. Let d ≥ 2 and suppose that a ∈ K is such that the smallest positive power
of a which is a dth power in K is d itself. Note that if K is a finitely generated field
of characteristic 0 then such an element a always exists. Let ub(x) := bxd for b ∈ K×

and let h(x) be any non-constant rational function in K(x). If f (x) := a−1xh(x)d and
gb(x) = xh(abxd) then f (x) has degree at least 2 and

f ◦ uab = a−1(abxd)h(abxd)d = b
(
xh(abxd)

)d
= ub ◦ gb.

We claim that for any b ∈ K× the fiber product of ub and f is irreducible. If not, then by
Fried’s Theorem (seeTheorem5.6.9 below,) ub and f must have non-trivial left composition
factors with the same Galois closure. Any left composition factor of ub(x) = bxd must
have the form bxe for some divisor e of d, and all such maps are Galois. Therefore f has
a left composition factor of the form bxe, which implies that e divides the ramification
index of f over 0. However, from the explicit expression f (x) = a−1xh(x)d we see that
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that the ramification index of f over 0 is congruent to 1 modulo d, hence is coprime to
d—a contradiction.

Thus uab is the fiber product of ub and f for any b ∈ K×. In particular, the fiber product
of u1(x) = xd with f n is uan(x) = anxd . By our assumption on a it follows that d is the
primitive period of u1(x) under iterated fiber product with f .

5.6.2 Iterate Decompositions

Theorem 5.6.8 shows that if some iterate f n decomposes as u◦w, then the left composition
factor u must first occur in a decomposition of f m with m bounded in terms of deg(u).

Theorem 5.6.8 (Iterate Decomposition Stability). Suppose Assumption 5.6.1. Suppose
that u is a left composition factor of some iterate of f . Then there exists a function S(d)

depending only on d := deg(u) such that f m = u ◦ v for some m ≤ S(d) and finite map
v : D → C. Furthermore, S(d) = (d − 1)M(d) will suffice, where

M(d) := d!3 + log2(170d − 84).

Proof. Suppose m > (d − 1)(d!3 + log2(170d − 84)) is the smallest positive integer for
which there exists a map v : D → C such that f m = u ◦ v. Observe that the functional
equation f m = u ◦ v is equivalent to the fiber product of u with f m having an irreducible
component isomorphic to D.

C D

D D

u 1

v

f m

For 0 ≤ k ≤ m let Ck denote the irreducible component of the fiber product of u with
f k through which v factors and let uk : Ck → D be the restriction. So Cm = D and
um = 1. Then deg(uk) forms a weakly decreasing sequence of positive integers starting at
d = deg(u0) = deg(u) and ending at 1 = deg(um) = deg(1) with 1 appearing for the first
time as deg(um) by the minimality of m. Thus there are at most d − 1 distinct values in this
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sequence and some value d′ > 1 must appear at least

m′ :=
m

d − 1
> d!3 + log2(170d − 84)

consecutive times. If uk is the first map with degree d′, then the fiber product of uk with
f m′ is irreducible with genus at most one. But then Theorem 5.6.2 implies that the fiber
product of uk with f n is irreducible for all n ≥ 0, which contradicts deg(um) = 1 < d′.
Therefore m ≤ (d − 1)(d!3 + log2(170d − 84)). �

Theorem 5.6.9 is due to Fried, although Fried does not state the result in this language.
In Appendix 5.7 we prove this result as stated here and discuss how it relates to Fried’s
original formulation.

Theorem 5.6.9 (Fried [33, Prop. 2]). Let K be a field and suppose that f : A → C and
g : B → C are finite maps between irreducible curves defined over K each with degree
at least 2. If the fiber product D of f and g is reducible, then there is a decomposition
f = f1 ◦ f2 and g = g1 ◦ g2 with deg( f1), deg(g1) ≥ 2 such that

1. f1 and g1 have the same Galois closure.
2. The fiber product D1 of f1 and g1 is reducible.
3. The induced map from D to D1 is bijective on irreducible components. In other

words, for each irreducible component of D1, there is exactly one component of D
mapping onto it under the naturally induced map.

A D

A1 D1

B

C B1

f2

f1

g2

g1

As discussed in Section 5.1.2, Theorem 5.6.10 (2) may be interpreted as a geometric
version of the eventual stability phenomenon introduced by Jones and Levy [54].

Theorem 5.6.10 (Geometric Eventual Stability). Suppose Assumption 5.6.1.
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1. There exists a function G(d) depending only on d := deg(u) such that if m ≥ G(d)

and the fiber product of u with f m is irreducible, then Cn is irreducible for all n ≥ 0.
Furthermore, G(d) := S(d!) will suffice, where

S(d) := (d − 1)(d!3 + log2(170d − 84)).

2. If m ≥ (d − 1)G(d), then the restriction of um : Cm → D to each irreducible
component of Cm is f -stable.

Proof. Suppose that m > G(d) is the smallest positive integer such that u and f m have
a reducible fiber product. Then Theorem 5.6.9 implies that there are decompositions
u = u1 ◦ u2 and f m = f1 ◦ f2 such that

1. deg(u1), deg( f1) > 1,
2. u1 and f1 have the same Galois closure.
3. The fiber product of u1 and f1 is reducible.

Since u1 and f1 have the same Galois closure we see that

deg( f1) ≤ deg(u1)! ≤ d!.

Theorem 5.6.8 asserts there is some m′ ≤ S(d!) = G(d) for which f1 is a left composition
factor of f m′. Therefore the fiber product of u with f m′ factors through the fiber product
of u1 with f1 and hence is reducible. This contradicts the minimality of m.

Therefore if m > G(d) and the fiber product of u and f m is irreducible, then the fiber
product of u and f n is irreducible for all n ≥ 0.

Suppose m > (d − 1)G(d) and that the restriction of some irreducible component of
um is not f -stable, which is to say that some iterate is reducible. Arguing as in the proof
of Theorem 5.6.8 we see there must be some n0 < m and n1 > G(d) such that the fiber
product of the restriction of un0 to an irreducible component with f n1 is irreducible. But
then the above argument shows that the fiber product with all iterates of f are irreducible,
which is a contradiction. �
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5.6.3 Bounds on arithmetic progressions

The results from this section culminate in Theorem 5.6.11 where we apply them to bound
the arithmetic progressions arising in Theorem 5.5.2.

Theorem 5.6.11. Let K be a finitely generated field of characteristic 0 and let u : C → D
and f : D → D be finite maps between irreducible curves defined over K . Let deg( f ) ≥ 2
and let d := deg(u). For each p ∈ D(K) the set L := {n : f n(p) ∈ u(C(K))} can be
expressed as a finite union of arithmetic progressions j + kN such that,

1. There are at most d distinct positive common differences.
2. Each common difference k is bounded by

k ≤ K(d) := d!3dd3!.

3. Each minimal value j in a positive arithmetic progression is bounded by

j ≤ (d − 1)G(d) + K(d),

where G(d) is as in Theorem 5.6.10.

Proof. 1. The proof of Theorem 5.2.8 shows that the eventual periods of restrictions of
un to f -stable components may be taken as the non-trivial common differences k. Since u

has degree d, there are at most d distinct irreducible components of each Cn. Thus there
are at most d positive common differences.

2. Since k , 0 may be chosen as the eventual periods of restrictions of un to f -stable
components, it suffices to bound the finite orbits of these restrictions. Corollary 5.6.6
implies that k ≤ d!3dd3!.

3. The minimal value j in each non-trivial arithmetic progression is at most m0 + m1

wherem0 is the smallest integer forwhich the restriction of um0 to all irreducible components
is f -stable and m1 is the maximal size of a finite orbit of one of these restrictions. Theorem
5.6.10 gives us m0 ≤ (d − 1)G(d) and Corollary 5.6.6 gives m1 ≤ K(d). �
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5.7 Appendix: Fried’s Theorem

Fried proves the following theorem in [33, Prop. 2]:

Theorem 5.7.1 (Fried). Let K be a field and let f (x), g(y) be polynomials defined over
K with non-vanishing derivatives. Then there exist polynomials f1(u), g1(v), f2(x), g2(y)

defined over K such that

f = f1 ◦ f2

g = g1 ◦ g2

and the field extensions K(u),K(v) of K(t) formed by adjoining roots of f1(u) − t and
g1(v) − t to K(t) have the same Galois closure. Furthermore, if

f1(u) − g1(v) =

m∏
i=1

hi(u, v)

is an irreducible factorization over K , then

f (x) − g(y) =
m∏

i=1
hi

(
f2(x), g2(y)

)
is an irreducible factorization over K . That is, hi

(
f2(x), g2(y)

)
is irreducible over K for

each i.

Theorem 5.7.1 is a powerful tool for studying the reducibility of separated variable
polynomials like f (x) − g(y), which arise as defining equations for fiber products. For
example, Bilu and Tichy [6, Thm. 8.1] use Fried’s theorem in their determination of all
polynomials f (x), g(y) such that f (x) = g(y) has infinitely many integral solutions. In this
appendix we formulate and prove Fried’s theorem in a more general setting. We end by
showing how both Fried’s original result Theorem 5.7.1 and our Theorem 5.6.9 follow as
specializations.
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G-Sets and Fried’s Theorem

Galois theory gives a unifying perspective on the categories of algebraic extensions of a
fieldK and of branched covers of an irreducible curve C: both are equivalent to the category
of transitive G-sets for some group G. In the former case G is an absolute Galois group,
and in the latter case G is a fundamental group. Theorem 5.7.3 below is a formulation
of Fried’s theorem in the setting of G-sets, which may then be translated through Galois
theory into more familiar algebraic and geometric settings.

Let G be a group. Recall that a G-set X is a set on which G acts by permutations. For
g ∈ G and x ∈ X we write gx for the image of x under g. If X and Y are G-sets, then
a G-map f : X → Y is a function which is “G-linear” in the sense that f (gx) = g f (x).
Together G-sets and the G-maps between them form a category.

If N E G is a normal subgroup and Y is a G-set, then we can quotient Y by the action
of N to get a G-set NY defined by NY := {Ny : y ∈ Y }. Since N is normal, NY inherits
a G-action and the map q : Y → NY sending q : y 7→ Ny is a G-map. We call N E G a
normal stabilizer of Y if N fixes every point in Y . The largest normal stabilizer NY of Y is
the Galois group of Y . Note that N ⊆ NY iff N is a normal stabilizer of Y .

If G acts transitively on a set Z , we say Z is irreducible, and otherwise reducible. Given
an irreducible G-set Z and a G-map f : Y → Z , we say Y is a G-set over Z . If Y is over Z ,
and N is a normal stabilizer of Z , then f : Y → Z factors as f = q ◦ p, where p : Y → NY

is the projection defined above and q : NY → Z is defined by q(Ny) = N f (y) = f (y).
Suppose f : X → Y is a G-map. Then every orbit of X is mapped onto an orbit of

Y , giving us a well-defined function from the orbits of X to the orbits of Y . We say f is
injective, surjective, or bijective on components if the induced function on orbits has the
respective property. These three properties are stable under composition.

If X and Y are G-sets over Z with maps f : X → Z and b : Y → Z , then the fiber
product X ×Z Y is defined in the usual way by

X ×Z Y := {(x, y) ∈ X × Y : f (x) = g(y)}.

The fiber product is a G-set with natural projections to X and Y .
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Lemma 5.7.2. Let X and Y be G-sets over Z , and let N be a normal stabilizer of X . If
p : Y → NY is the natural projection, then 1X × p is bijective on components.

X X ×Z NY X ×Z Y

Z NY Y

1X×p

q p

Proof. Since 1X and p are both surjective, their product is surjective on components. We
check that 1X × p is injective on components. Suppose (x1, y1), (x2, y2) ∈ X ×Y are points
whose image under 1X × p lie in the same component. Then there exists a g ∈ G such that

g · (x1, Ny1) = (x2, Ny2).

Hence g · x1 = x2 and g · Ny1 = Ny2. So there exists n ∈ N for which gn · y1 = y2. Since
N is a normal stabilizer for X , we have

gn · x1 = g · x1 = x2.

So gn · (x1, y1) = (x2, y2) implying that (x1, y1) and (x2, y2) are in the same component of
X × Y . �

If f : Y → Z is a G-map, then for each y ∈ Y , there is an inclusion of stabilizer groups
Gy ⊆ G f (y); we call the index [G f (y) : Gy] the degree of f at y, denoted degy( f ). The
degree depends only on the irreducible component of y. We define deg( f ) to be the sum
of the degrees of f on each irreducible components of Y . The degree of f is the size of
any fiber, hence the name. We say Y is finite over Z if f : Y → Z has finite degree and
denote it by |Y/Z | when f is implicit.

Theorem 5.7.3 (Fried for G-sets). Let X,Y, Z be G-sets such that X and Y are finite over
Z . Then there exist G-sets U and V finite over Z and surjective G-maps

p : X → U

q : Y → V
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such that
1. U and V have the same Galois group.
2. The map p × q : X ×Z Y → U ×Z V is bijective on components.

X X ×Z Y

U U ×Z V

Y

Z V

p

q

Proof. We proceed by induction on the sum of degrees |X/Z | + |Y/Z |. Let NX and NY

be the Galois groups of X and Y respectively. If NX = NY , then we are done with X = U

and Y = V . So suppose NX * NY . Let r : Y → NXY be the natural map. Observe that
|NXY/Z | < |Y/Z |; otherwise NX is a normal stabilizer of Y , which implies NX ⊆ NY .
Lemma 5.7.2 shows that 1 × r : X ×Z Y → X ×Z NXY is bijective on components. By
induction, the conclusion holds for X and NXY . The result follows since bijectivity on
components is stable under composition. �

Corollary 5.7.4 reflects how we use Theorem 5.7.3 in practice.

Corollary 5.7.4. Let X,Y, Z be G-sets such that X and Y are irreducible and finite over
Z . If X ×Z Y is reducible, then the U and V provided by Theorem 5.7.3 both have degree
greater than 1 over Z .

Proof. We prove the contrapositive. If V has degree 1 over Z , then V � Z . Thus
U ×Z V � U is irreducible. Since p × g : X ×Z Y → U ×Z V is bijective on components it
follows that X ×Z Y is irreducible. �

Translation to Field Theory

Let K be a field. Under the Galois theory correspondence, finite degree field extensions
of K correspond to finite transitive G-sets for G the absolute Galois group of K . The
subcategory of transitive G-sets is not closed under fiber products, making it an unsuitable
setting for Fried’s theorem. The Galois correspondence extends to the full category of
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G-sets if we replace algebraic field extensions of K with étale K-algebras. Recall that an
étale K-algebra is a finite product of separable field extensions of K . See Lenstra [60] for
an account of this expanded Galois theory following Grothendieck.

Given an étale K-algebra A/K , the set of K-algebra maps HomK(A,Ksep), where Ksep

is a separable closure of K . inherits an action of G = Gal(Ksep/K) by post-composition.
This function A 7→ HomK(A,Ksep) extends naturally to a contravariant functor giving one
direction of the Galois correspondence. In the other direction it suffices to say how to
construct a field extension from a transitive G-set X: choosing a point x ∈ X , let H be
the stabilizer of x and let L/K be the fixed field of H in Ksep. Different choices of point
in X give isomorphic extensions with different embeddings in Ksep. Since the Galois
correspondence is a dual equivalence, disjoint unions of G-sets correspond to products of
K-algebras and products of G-sets correspond to tensor products of K-algebras.

Let A/K be a finite étale algebra over K . The degree of A/K is the dimension of A

as a K-vector space. We say A is irreducible if A/K is a field extension; otherwise A is a
product of field extensions and we call A reducible. If A =

∏m
i=1 Li is a decomposition of A

as a product of field extensions Li/K , then the Galois closure of A/K is the product of the
Galois closures of each Li/K . The spectrum of an étale K-algebra is a finite set comprised
of the spectra of the field factors of A. That is, if A =

∏m
i=1 Li, then

Spec(A) =
m⊔

i=1
Spec(Li).

Recall that a map of K-algebras f : B → A induces a map f ∗ : Spec(A) → Spec(B). We
say that f is injective, surjective, or bijective on components if the corresponding dual map
on spectra has the respective property as a function of finite sets.

Applying the Galois correspondence to Theorem 5.7.3 yields Theorem 5.7.5.

Theorem 5.7.5 (Fried for K-algebras). Let A and B be finite étale K-algebras. Then there
are finite étale K-algebras C and D and injective K-algebra maps

i : C → A

j : D→ B
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such that
1. C and D have the same Galois closure.
2. The map i ⊗ j : C ⊗K D→ A ⊗K B is bijective on components.

Likewise, we have a translation of Corollary 5.7.4.

Corollary 5.7.6. Let A and B be finite field extensions of K . If A ⊗K B is reducible, or
equivalently if A and B are not linearlly disjoint over K , then the field extensions C and D

provided by Theorem 5.7.5 both have degree greater than 1 over K .

Neither Theorem 5.7.3 nor Theorem 5.7.5 is stated in the language used by Fried. To
recover his version of the result we apply Theorem 5.7.5 with K(t) as our ground field,
where K is a field and t is transcendental over K . Given a rational function f (x) ∈ K(x)

with non-vanishing derivative, K(x) is the separable field extension of K(t) formed by
adjoining a root of f (x) − t. If x, y, t are transcendental and algebraically independent
over K , then for rational functions f (x) and g(y) with coefficients in K and non-vanishing
derivatives we get two finite, separable field extensions K(x)/K(t) and K(y)/K(t); the
tensor product K(x) ⊗K(t) K(y) is an étale K(t)-algebra presented over K by

K(x) ⊗K(t) K(y) �
K[x, y](

f (x) − g(y)
) .

The irreducible factors of the numerator of f (x)−g(y) correspond to the fields in a product
decomposition of this K(t)-algebra.

Theorem 5.7.7 (Fried). Let K be a field and f (x), g(y) be non-constant rational functions
over K . Then there exist rational functions f1(u), f2(x), g1(v), g2(y) with coefficients in K

and a decomposition

f = f1 ◦ f2

g = g1 ◦ g2

such that
1. The field extensions K(u)/K(t) and K(v)/K(t) have the same Galois closure, and
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2. If hi(u, v)are the irreducible factors of the numerator of f1(u)−g1(v), then hi
(
f2(x), g2(y)

)
have irreducible numerators.

Proof. We apply Theorem 5.7.5 to find fields U ⊆ K(x) and V ⊆ K(y) with the same
Galois closure of K(t). By Lüroth’s theorem [87, Prop. 3.5.9], we may writeU = K(u) and
V = K(v) for transcendentals u, v. Then t ∈ K(u),K(v) implies there are rational functions
f1(u) and g1(v) such that t = f1(u) in K(u) and t = g1(v) in K(v). Similarly, u ∈ K(x) and
v ∈ K(y) give us u = f2(x) and v = g2(y) in the respective fields. From t = f (x) in K(x)

and t = g(y) in K(y) respectively, the functional decompositions follow.
Then the two claims follow from Theorem 5.7.5 and the discussion beginning this

section. �

Remark 5.7.8. Fried stated his version of the result with f and g polynomials. Since a
polynomial f (x), viewed as endomorphisms of P1, is a rational function with a totally
ramified point, the same must be true for any composition factors of f . Hence, after a
linear change of coordinates, we may assume that any decomposition of a polynomial has
polynomial factors. Theorem 5.7.7(2) then has a cleaner statement, since we then simply
refer to the irreducible factors without specifying the numerator.

Finally, Theorem 5.6.9 follows either by translating Theorem 5.7.3 through the Galois
correspondence for branched covers of curves or by translating Theorem 5.7.5 through the
algebro-geometric duality.

5.8 Appendix: Twists and Non-Abelian Group Cohomology

In this appendix we review first non-abelian group cohomology and its relation to twists in
a general setting.

Suppose G is a group acting functorially on a groupoid G. That is, for each g ∈ G

and isomorphism i : X → Y we get an isomorphism ig : Xg → Y g, and the action
respects composition. The essential family of examples to keep in mind is when G is
a groupoid of objects “defined over” an algebraic closure K with algebraic morphisms
and G := Gal(K/K); in that case the absolute Galois group acts naturally on objects and
morphisms. Following this example we say an object or morphism is defined over K when
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it is fixed by G. In an abstract setting K does not refer to a specific field, this is just a
useful expression to keep us grounded (Neukirch uses similar terminology in his abstract
development of class field theory [67].)

Let us furthermore suppose that every object and morphism in G has a finite index
stabilizer in G. Intuitively this corresponds to all objects and morphisms being defined
over some finite extension of K . If X and Y are objects defined over K and isomorphic in
G but potentially not isomorphic over K , then we say Y is a twist of X . If i : X → Y is an
isomorphism, then by our assumption i is defined over some finite extension L/K and we
say that this twist is split over L.

We are interested in classifying the twists of a given object X in G defined over K .
Suppose Y is defined over K and i : Y → X is an isomorphism. Thus G fixes X and Y and
acts on the isomorphisms between them. Let Aut(X) denote the automorphism group of
X in G. We define a function î : G → Aut(X) by î(g) := ig ◦ i−1, which we suggestively
write as î(g) = ig−1. This is equivalent to î(g) making the following diagram commute.

X

Y

X

î(g)

i

ig

(5.8)

The function î satisfies the following cocycle condition for all g, h ∈ G,

î(gh) = î(g)h ◦ î(h) (or equivalently igh−1 = igh−h ◦ ih−1.)

To see this relation first note that the diagram (5.8) uniquely determines î and then express
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î(gh) in two ways:
X

Y X

X

î(h)

î(gh)

i

ih

igh

î(g)h

Suppose j : Z → X is another twist of X and k : Y → Z is an isomorphism defined over
K , which is to say that Y and Z define essentially the same twist of X . Then ` := j ◦ k ◦ i−1

is an automorphism of X making the following diagram commute:

Y Z

X X

k

i j

`

Since k is fixed by the action of G it follows that for all g ∈ G the following diagram
commutes.

X X

Y Z

X X

`

i

ig

k=kg

j

jg

`g

î(g) ĵ(g)
(5.9)

Thus ĵ(g) = `g ◦ î(g) ◦ `−1 for all g ∈ G. Conversely, if i : Y → X and j : Z → X are
twists and there exists an automorphism ` ∈ Aut(X) for which (5.9) holds, then it follows
that j ◦ ` ◦ i : Y → Z is fixed under the action of G, hence is defined over K . We call
such an automorphism ` a coboundary from î to ĵ. The existence of a coboundary between
cocycles determines an equivalence relation on cocycles which we call a first cohomology
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class.
Define H1(G,Aut(X)) to be the collection of all first cohomology classes. Note that we

are not assuming that Aut(X) is abelian and thus H1(G,Aut(X)) does not have a natural
group structure. When Aut(X) is abelian, these constructions simplify to the more familiar
definitions of group cohomology (see Brown [9].) Our discussion above shows that K-
isomorphism classes of twists of X give rise to distinct first cohomology classes. A simple
observation which we employ in Sections 5.5 and 5.6 is that if G and Aut(X) are finite
groups, then there are finitely many possible cocycles, hence H1(G,Aut(X)) is finite.
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Chapter 6

Noncommutative arithmetic dynamical
Mordell-Lang

The results in this chapter were obtained in collaboration with Michael Zieve. A co-
authored paper is in preparation.

6.1 Introduction

In Chapter 5 we proved an arithmetic analog of the (cyclic) dynamical Mordell-Lang
conjecture (Conjecture 5.1.1). We refer to this as the cyclic case of dynamicalMordell-Lang
as it pertains to the action of a cyclic semigroup 〈 f 〉 on a variety X . A proper dynamical
generalization of the Mordell-Lang conjecture should consider the action of more general
semigroups of endomorphisms on X . Bell, Ghioca, and Tucker pose Question 6.1.1 as one
possible generalization of Conjecture 5.1.1. They note several cases where Question 6.1.1
has an affirmative and negative answer.

Question 6.1.1 ([4, Qu. 3.6.0.1]). Let X be a quasiprojective variety defined over C and
let S = 〈 f1, f2, . . . , fg〉 be a finitely generated semigroup of commuting endomorphisms
of X . If p ∈ X(C) and U ⊆ X is a subvariety, then is it true that {(n1, n2, . . . , ng) :
f n1
1 f n2

2 · · · f ng
g (p) ∈ U(C)} is a finite union of sets of the form â + B, where â ∈ Ng and

B ⊆ Ng is a subsemigroup?

Our main result in this chapter is Theorem 6.1.2, a noncommutative semigroup gener-
alization of Theorem 5.1.2. To formulate the conclusion we need the notion of a regular
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language from theoretical computer science. Let A := {a1, a2, . . . , ag} be a finite set and
let A∗ := 〈a1, a2, . . . , ag〉 be the free noncommutative semigroup generated by A. Then
elements of A∗ are simply words formed from the alphabet A. A (formal) language over
A is a subset L ⊆ A∗. Regular languages are a simple and fundamental class of formal
languages which may be informally characterized as those languages L recognized by
a finite state machine without memory (see Section 6.2 for a formal definition.) If D
is an irreducible curve and S := 〈 f1, f2, . . . , fg〉 is a finitely generated (noncommutative)
semigroup of endomorphisms fi : D → D, then subsets of S may be interpreted as formal
languages over the alphabet { f1, f2, . . . , fg}.

Theorem 6.1.2 (Noncommutative Arithmetic Dynamical Mordell-Lang). Let K be a
finitely generated field of characteristic 0, let u : C → D be a finite map between irre-
ducible curves defined over K , and let S = 〈 f1, f2, . . . , fg〉 be a finitely generated semigroup
of endomorphisms fi : D → D, such that deg( fi) ≥ 2 for all i. If p ∈ D(K) is a point,
then {w ∈ S : w(p) ∈ u(C(K))} is a regular language.

Remark 6.1.3. Languages over an alphabet with one letter f are equivalent to subsets of
the natural numbers by f n ↔ n. In Example 6.2.7 we show that a regular language over
an alphabet with one letter is equivalent to a finite union of arithmetic progressions. Thus
Theorem 6.1.2 is a proper generalization of Theorem 5.1.2.

We refer the reader to Chapter 5 for background on curves, fiber products, and twists.

6.2 Regular languages and finite automata

Let A = {a1, a2, . . . , ag} be an alphabet and recall that a formal language is a subsetL ⊆ A∗

of the free noncommutative semigroup generated by A. The classReg of regular languages
is defined recursively as the smallest set of languages such that every finite language is in
Reg and if L, L1 and L2 are in Reg, then

1. The union L1 ∪ L2 is in Reg,
2. The concatenation L1L2 := {w1w2 : wi ∈ Li} is in Reg, and
3. The Kleene star L∗ :=

⋃
n≥0 L

n = {w1w2 · · ·wn : wi ∈ L} is in Reg.
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A regular language may also be defined as the collection of all words matching a regular
expression. Regular expressions are defined recursively as any expression e which is either
a word in A∗ or

1. e is a disjunction e = e1 |e2 where e1, e2 ∈ Reg,
2. e is a concatenation e = e1e2 where e1, e2 ∈ Reg, or
3. e is a Kleene star e = e∗1 where e1 ∈ Reg.

A regular expression e should be interpreted as a pattern describing a language L(e) of all
words w ∈ A∗ which match the pattern e.

Example 6.2.1. If A := {a, b} is our alphabet, then e := a(a|b)b∗ is a regular expression
describing the language of all words that start with an a, followed by either an a or b, and
then followed by any number of b’s,

L(e) = {aa, ab, aab, abb, aabb, . . .}. (6.1)

A useful way to define a formal language is to construct a “machine” that recognizes
the language. A deterministic finite automata or DFA over the alphabet A is a machine
modelled by a finite directed graph with vertices interpreted as states and such that for each
letter a ∈ A and each state q, there is exactly one directed arrow labelled by a from q to
another state (or possibly back to q.) Every DFA M has a distinguished start state and a
set of accept states. An example of a DFA over the alphabet A = {a, b} is shown below.
The start state is labelled and the accept state is the distinguished state on the right.
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We think of M as amachine which processes words in A∗. Given a wordw = a1a2 · · · a`
webegin at the start state of M and use letters inw as instructions forwhich state to transition
to. If when we are on an accept state when we finish processing w, then we say that M

accepts w and otherwise not.

Remark 6.2.2. A word w can be read from either the left or right end and when defining
an automata. Whether a language is regular does not depend on the direction in which it is
read, although this is not immediately clear [1, Cor. 4.3.5].

The collection of all words accepted by M is called the language of M and denoted
L(M). Returning to the DFA M shown above, we see that the word w1 = aabb is accepted
by M while w2 = baab is not. Furthermore, the language of M is precisely the regular
language L(e) from (6.1). The following fundamental result shows that regular languages
are exactly the languages accepted by finite automata.

Theorem 6.2.3 (Kleene’s Theorem). If M is a DFA, then L(M) is a regular language and
if L is a regular language, then there is a DFA M such that L = L(M).

Proof. See Allouche and Shallit [1, Thm. 4.1.5]. �

Kleene’s theorem allows us to show a language L is regular by explicitly constructing
a deterministic finite automata which accepts L. However, in practice the determinism of
a DFA can be cumbersome to work around. A non-deterministic finite automata or NFA is

167



a DFA where there can be multiple directed arrows with any given label emanating from
each state. Words are processed by an NFA N by following all possible paths with the
appropriate edge labelings; the word is accepted if any one of those paths ends at an accept
state. The added flexibility of non-determinism can significantly improve the efficiency of
the automaton recognizing a language, but the overall class of languages recognized is the
still the regular languages.

The Pumping Lemma is an essential tool in the study of regular languages. Given a
word w = a1a2 . . . a` we write |w | := ` for the length of w.

Lemma 6.2.4 (Pumping Lemma). If L is a regular language, then there is a constant
P > 0 called the pumping length of L such that for any word w ∈ L with |w | > P we may
factor w as w = xyz where

1. |y | > 0,
2. |xy | ≤ P,
3. xynz ∈ L for any n ≥ 0.

Proof. See, for example, [1, Lem. 4.2.1]. �

Lemma 6.2.4 says that in a regular language L every sufficiently long word w contains
a subword y which may be removed or repeated any number of times to obtain another
word in L.

6.2.1 Reinterpretation of finite automata

Regular languages are typically associatedwith computer science but have appeared several
times in connection with pure mathematics. For example, in the positive characteristic
version of the Skolem-Mahler-Lech theorem [23], in the Gröbner theory of representations
of combinatorial categories [79, Sec. 5], and in the description of the algebraic closure of
formal power series rings in positive characteristic [1, Chp. 12]. Proposition 6.2.5 gives
another characterization of regular languages which explains why we should expect to see
this concept commonly in a pure mathematical context. If S is a semigroup, then an S-set
is a set on which S acts by endomorphisms.
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Proposition 6.2.5. Let S be a finitely generated semigroup and let M be a finite S-set. If
p ∈ M and U ⊆ M is a subset, then {w ∈ S : w(p) ∈ U} is a regular language over the
alphabet of generators of S.

Proof. A finite S-set M with a choice of an element p ∈ M and a subset U ⊆ M is
equivalent to the data required to specify a DFA with start state p and accept states U.
More precisely, if we let the elements of M be our states, then for each generator f of S

and q ∈ M we include an arrow from q to f (q) labelled f . If w is a word in the alphabet of
generators and q ∈ M , then w(q) is the state we arrive at by following the transitions from
the letters of w one at a time (read from the right.) The language accepted by this DFA is
{w ∈ S : w(p) ∈ U} is regular by Kleene’s theorem. �

Remark 6.2.6. The proof of Proposition 6.2.5 shows that DFAs are essentially equivalent to
finite S-sets with a choice of starting and accepting elements. This representation theoretic
perspective extends to other variants of DFAs. For example, an NFA is equivalent to a
finite dimensional B-linear S-representation N where B := {0, 1} is the Boolean semiring
together with a starting vector v ∈ N and an accepting dual vector a∗ ∈ N∗.

Example 6.2.7. Suppose our alphabet consists of one letter A = { f } and let S := A∗ = 〈 f 〉.
A language over A is equivalent to a subset of N by f n ↔ n. Note that a finite S-set is
equivalent to a finite set M with a function f : M → M . Since every q ∈ M has a finite
orbit under f it follows that a regular language over A is equivalent to a finite union of
arithmetic progressions.

6.3 Noncommutative arithmetic dynamical Mordell-Lang

In this section we prove Theorem 6.3.6. Along the way we deduce several intermediate
results of independent interest. Theorem 6.3.1 characterizes the language of all words in a
finitely generated semigroup of endomorphisms of projective space which map a point p

into a finite set.

Theorem 6.3.1. Let K be a field of characteristic 0 and let S := 〈 f1, f2, . . . , fg〉 be a
finitely generated semigroup of endomorphisms fi : Pn → Pn of projective space defined
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over K such that deg( fi) ≥ 2 for all i. If p ∈ Pn(K) and U ⊆ Pn(K) is a finite set, then
{w ∈ S : w(p) ∈ U} is a regular language.

We require Lemma 6.3.2, due to Moriwaki, which asserts the existence of height
functions on projective space over any finitely generated field K of characteristic 0.

Lemma 6.3.2 (Moriwaki [66]). If K is a finitely generated field of characteristic 0, then
there exists a height function h : Pn(K) → R≥0 such that,

1. For any endomorphism f of degree d and point p ∈ Pn(K) there is a constant C f

depending only on f such that

h( f (p)) ≥ dh(p) + C f .

2. For any b > 0 there are finitely many points in Pn(K) with height less than b.

Proof of Thm. 6.3.1. The finite set of generators of S, the finite set U ⊆ Pn(K), and the
point p are all defined over some finitely generated subfield K′ of K and thus every element
of S and the full orbit of p under S is defined over K′. Therefore without loss of generality
we may assume that K is a finitely generated field. Since regular languages are closed
under union it also suffices to prove the result when U consists of a single point q.

Let h be a height function on Pn(K) as in Lemma 6.3.2. Since S is finitely generated,
there are constants b > 0 and c > 1 such that for each generator fi of S, if r ∈ Pn(K) and
h(r) > b, then h( fi(r)) > ch(p). Let B ⊆ Pn(K) be the set of all points with height larger
than b. Then S(B) ⊆ B and the complement of B is a set of bounded height hence is finite.

The exponential growth of heights in B under S implies that A := S−1(q) ∩ B, the set
of all elements in B which map to q by some word in S, is finite. Let M be the finite
set theoretic quotient of Pn(K) given by equating all elements in B \ A. This quotient is
S-equivariant, hence M is a finite S-set. It follows from Proposition 6.2.5 by interpreting
p and q as elements of M that L = {w ∈ S : w(p) = q} is a regular language. �

Theorem 6.3.3 is the noncommutative semigroup generalization of Theorem 5.4.2.

Theorem 6.3.3. Let K be a field of characteristic 0 and let S := 〈 f1, f2, . . . , fg〉 be a finitely
generated semigroup of endomorphisms fi : D → D of an irreducible curveD with genus
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at most 1 defined over K such that deg( fi) ≥ 2 for all i. For each d ≥ 1 there is a finite
subset V ⊆ D with size depending only on d and g, and a finite set M of K-isomorphism
classes of finite maps v : Cv → D such that,

1. If u : Cu → D is a finite map with deg(u) ≤ d such that the fiber product of u with
a word w ∈ S of length ` > log2(2d) is irreducible with genus at most 1, then u is
ramified over V .

2. If u : Cu → D is a finite map ramified over V with deg(u) ≤ d for which the fiber
product of u with some w ∈ S has an irreducible component uw : Cw → D with
genus at most 1, then the K-isomorphism class of uw belongs to M .

Proof. 1. If D has genus 1, then any irreducible component of a fiber product with genus
at most 1 must also have genus 1 and thus be unramified by Lemma 5.3.2. In this case we
can take V := ∅.

Now suppose that D has genus 0. Let ` > log2(2d) be an integer. The Riemann-
Hurwitz formula implies that there are at most 4 points q in D for which fi has at most 1
unramified pre-image: each such q contributes at least deg( fi)−1

2 toward the right hand side
of

2 deg( fi) − 2 =
∑
q∈D

deg( fi) − | f −1
i (q)|.

Let Ai be the set of all such points for fi, and let V be the union of the set of images of⋃g
i=1 Ai under all words in S of length at most `. Note that |V | is bounded in terms of ` and

g the number of generators of S.
Suppose that u : Cu → D has deg(u) ≤ d and that the fiber product uw : Cw → D

of u with some word w ∈ S of length ` is irreducible with genus at most 1. If q is a
critical value of u not contained in V , then by construction q must have at least 2` > 2d

unramified pre-images under w. Abhyankar’s lemma (Theorem 5.3.4) implies that each of
these unramified pre-images is a critical value of uw. However, Riemann-Hurwitz implies
that uw has at most 2 deg(uw) ≤ 2d critical values. Hence all the critical values of u must
belong to V .

2. This proof has a geometric and arithmetic part. We first obtain a finite set M

satisfying the conclusion over K (the geometric part) and then use this to construct a finite
set M for which the conclusions holds over K (the arithmetic part.)
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As discussed in Section 5.4, there are finitely many K-isomorphism classes of irre-
ducible branched covers u : Cu → D with degree at most d and critical values contained
in the finite set V . Let MV denote this finite set of isomorphism classes.

Let M be the set of all K-isomorphism classes of finite maps v : Cv → D which are
the restriction to a genus at most 1 component of a fiber product of u ∈ MV with a word
w ∈ S of length at most d`. Recall that ` is defined to be an integer satisfying ` > log2(2d).
Then M is finite with size bounded in terms of d and g.

We claim that for any u ∈ MV and w ∈ S, if the fiber product uw : Cw :→ D has
an irreducible component with genus at most 1, then it is K-isomorphic to an element of
M . We prove this by induction on the length of w. If |w | ≤ d`, then this holds by the
definition of M . Suppose m := |w | > d` and that the claim is true for all shorter words. If
w = fi1 fi2 · · · fim where each fij is a generator of S, then let uk : Ck → D be the restriction
of the fiber product of u with fi1 fi2 · · · fik to the irreducible component Ck mapped onto by
Cw.

C C1 C2 C3 . . .

D D D D . . . .

u u1 u2 u3

fi1 fi2 fi3 fi4

Then each Ck has genus at most 1 and the sequence of degrees deg(uk) is weakly
decreasing. The degrees decrease less than deg(u) ≤ d times; if each degree occurred no
more than ` times then that would imply m ≤ d`. Hence there is some vk with k > 0 and
a subword w′ of w with length ` for which the fiber product of vk with w′ is irreducible
with genus at most 1. It follows that vk belongs to MV . Therefore uw is a component of
the fiber product of uk with the word fik+1 fik+2 · · · fim which is shorter than w. Hence our
inductive hypothesis implies that uw is K-isomorphic to an element of M . This concludes
the geometric part of the argument.

Suppose that u is isomorphic to an element of MV and defined over K . Let Mu be the
set of K-isomorphism classes of restrictions to genus at most 1 components in the S-orbit
of u under iterated fiber products. We aim to show that Mu is finite. To that end we first
prove Claim 6.3.4.
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Claim 6.3.4. For each K-isomorphism class κ in M and v ∈ κ defined over K , the S-orbit
of v contains finitely many K-isomorphism classes contained in κ.

With v and κ as above define Lκ to be the language of all words w ∈ S such that
vw ∈ κ. If w ∈ Lκ, then since vw′ ∈ M for all initial subwords w′ of w and M is finite, it
follows from Proposition 6.2.5 that Lκ is a regular language. Let P be the pumping length
of Lκ provided by Lemma 6.2.4. Now consider the collection of all words w0, w1 such
that |w0w1 | ≤ P and vw0w1 � vw0 over K . Since S is finitely generated there are finitely
many such words and therefore there exists a finite Galois extension L/K over which all
the isomorphisms vw0w1 � vw0 are defined.

We prove by induction on the length of a word that vw � v over L for all w ∈ Lκ. If
w ∈ Lκ has length at most P, then setting w0 = 1 and w1 = w we have by definition of L

that vw � v over L. Suppose for induction that w ∈ Lκ has length larger than P and that our
claim has been shown for all shorter words. Lemma 6.2.4 gives a factorization w = xyz

where |xy | ≤ P and xz ∈ Lκ. Letting w0 = x and w1 = y we see that the isomorphism
vxy � vx is defined over L. Thus taking fiber products with z we have vw = vxyz � vxz

over L. Since xz ∈ Lκ is strictly shorter than w, our inductive hypothesis implies that
vxz � v over L. Composing these isomorphisms shows that vw � v over L, completing our
induction.

Therefore every element of the S-orbit of v in κ is a twist of v split over L. As L/K is a
finite Galois extension and Aut(v) is a finite group, there are finitely many twists of v split
over L (see Appendix 5.8.) This concludes the proof of Claim 6.3.4.

Letting X := Mu, Y := M , and r : X → Y be the restriction to K-isomorphism classes
map, Claim 6.3.4 shows the hypotheses of Lemma 6.3.5 hold. We conclude that M := Mu

is finite, finishing our proof. �

Lemma 6.3.5. Let S be a finitely generated semigroup, let X and Y be S-sets with Y finite,
and let r : X → Y be an S-equivariant map. If for each y ∈ Y and x ∈ r−1(y) the orbit of
x visits r−1(y) finitely many times, then the S-orbit of each x ∈ X is finite.

Proof. It suffices to prove the result when S is a finitely generated free semigroup. The
advantage of a free semigroup is that each w ∈ S has a well-defined length |w |. Fix an
element x ∈ X . Our assumption implies that once an orbit of x visits a fiber r−1(y),
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there are only finitely many possibilities for the orbit to subsequently visit the same fiber.
Therefore it is enough to show there exists an absolute bound ` such that for each y ∈ Y

and each z ∈ r−1(y) in the S-orbit of x, there exists a word w ∈ S with length |w | ≤ ` such
that z = wx. Since there are finitely many words of bounded length, this implies the orbit
of x is finite.

We proceed by induction on the number of r-fibers visited in traversing from x to z. If
only one fiber is visited on our way from x to z, then r(x) = y = r(z); since Sx ∩ r−1(y) is
finite, there is some `1 and a word w ∈ S with length at most `1 such that z = wx. Now
suppose that for any z in the S-orbit of x which can be reached after visiting at most m fibers
of r , there is some `m such that there exists a word w ∈ S with |w | ≤ `m and z = wx. There
are finitely many words of length at most `m and therefore finitely many z1 which may be
reached by a word of length `m + 1. For each such z1 let y1 = r(z1); if z2 ∈ Sz1 ∩ r−1(y1),
then there is a shortest word w such that wz1 = z2. Let b be an upper bound on the length
of these shortest words as we vary over all such z1. If z is in the S-orbit of x and may be
reached after visiting m + 1 fibers of r , then there is some z0 and z1 such that

1. r(z1) = r(z),
2. z0 can be reached after at most m fibers of r , and
3. z1 = az0 for some generator a of S.

It follows that there is a word w ∈ S with |w | ≤ `m+1 := `m + 1 + b such that wx = z,
completing our induction. As Y is finite, there are at most n := |Y | fibers visited by the
orbit of x may visit, hence ` := `n proves our claim. �

We now turn to the proof of our main result, Theorem 6.3.6.

Theorem 6.3.6 (Noncommutative arithmetic dynamical Mordell-Lang). Let K be a finitely
generated field of characteristic 0, let u : C → D be a finite map between irreducible
curves defined over K , and let S = 〈 f1, f2, . . . , fg〉 be a finitely generated semigroup of
endomorphisms fi : D → D, such that deg( fi) ≥ 2 for all i. If p ∈ D(K) is a point, then
{w ∈ S : w(p) ∈ u(C(K))} is a regular language.

Proof. Let V and M be the finite sets provided by Theorem 6.3.3. Let N be the set of
all K-isomorphism classes of restrictions to irreducible components of fiber products of
elements of M with generators of S which do not belong to M . Since M is finite and S is
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finitely generated, N is also finite. If v : Cv → D represents a class in N , then Cv(K) must
be finite; if Cv(K) were infinite, then Faltings’ theorem implies that Cv has genus at most 1
and thus v would belong to M .

If w(p) ∈ u(C(K)), then the universal property of fiber products implies there is a
K-point q on some component v : Cv → D of the fiber product of u with w such
that v(q) = p. Thus either v belongs to M and w is a word in the regular language
{w ∈ S : uw : Cw → D has a genus at most 1 component} or w factors as w = xyz such
that

1. x is a word such that ux : Cx → D has a component v1 belonging to M ,
2. y is a generator of S and the fiber product of v1 with y has a component v2 : Cv2 → D

belonging to N , and
3. z is a word such that z(p) is an element of the finite set v2(Cv2(K)).

For a fixed v1 ∈ M , the language of all such words x is regular since M is finite. For
a fixed v2 ∈ N Theorem 6.3.1 implies (after choosing some projective embedding of D)
that the language of all such words z is regular since v2(Cv2(K)) is finite. As M and N are
finite, together these observations imply that {w ∈ S : w(p) ∈ u(C(K))} is a finite union of
regular languages, hence is regular. �

Example 6.3.7. Let K = Q and let S = 〈 f , g〉 where f (x) = 3x4 and g(x) = 9x3. If
u(x) = 27x6 and p = 1 ∈ P1(Q), then L = {w ∈ S : w(1) ∈ u(P1(Q))} is the regular
language accepted by the following deterministic finite automata M .
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For example w1 = f g f and w2 = f g2 belong to L (reading words from the right) and

w1(1) = 321 = u(33)

w2(1) = 333 = u(35).

To see that L = L(M), note that every element in the orbit of p = 1 is a power of 3.
Thus the orbit intersects the image of u(x) = 27x6 precisely when its 3-adic valuation is
congruent to 3 mod 6. If v3 is the 3-adic valuation and q ∈ P1(Q), then we have

v3( f (q)) = v3(3q4) = 4v3(q) + 1

v3(g(q)) = v3(9q3) = 3v3(q) + 2.

TheDFA above encodes the action of the linear functions f : v 7→ 4v+1 and g : v 7→ 3v+2
on residues modulo 6. Our states are labelled by residues of the 3-adic valuation modulo
6.

As a corollary of Theorems 6.3.1, 6.3.6, and general properties of regular languages
we deduce a more robust version of our main result. Given an irreducible curveD defined
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over a finitely generated field K of characteristic 0, define the algebra of K-constructible
subsets of D(K) as the smallest collection of subsets containing the images u(C(K)) of
maps u : C → D (both constant and finite) defined over K and closed under intersection,
union, and complements.

Corollary 6.3.8. Let K be a finitely generated field of characteristic 0, let U be a K-
constructible subset of an irreducible curve D, and let S = 〈 f1, f2, . . . , fg〉 be a finitely
generated semigroup of endomorphisms fi : D → D, such that deg( fi) ≥ 2 for all i. If
p ∈ D(K) is a point, then {w ∈ S : w(p) ∈ u(C(K))} is a regular language.

Proof. If U is the image of a constant or finite map, then the result follows from Theorem
6.3.1 and Theorem 6.3.6 respectively. It is well-known that the family of regular languages
is closed under union, intersection, and complement. Thus the conclusion holds for all
K-constructible sets U. �
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